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Deep learning for turning text into speech (and vice versa)

Baidu deep speech 2 (2015) and Deep voice (2017)
Trained on 9,400 hours of labeled audio with 11 million utterances.



Deep learning for healthcare

Skin cancer classification
130 000 training images
validation error rate : 28 % (human 34 %)

the Digital Mammography DREAM Challenge
640 000 mammographies (1209 participants)
5 % less false positive

heart rate analysis
500 000 ECG
precision 92.6 % (humain 80.0 %) sensitivity 97 %

Statistical machine learning: retrieving correlations
with deep learning end-to-end architecture

"April showers bring May flowers"



Deep learning success in playing GO

Mastering the game of Go without human knowledge D. Silver et al. Nature, 550, 2017



Deep learning (limited) success in NLP

Learning to translate with 36 million sentences
Near Human-Level Performance in Grammatical Error Correction
Achieving Human Parity on Automatic News Translation

https://devblogs.nvidia.com/author/kcho/

https://devblogs.nvidia.com/author/kcho/


Deep learning to drive: the Rouen autonomous lab

Driving Video Database = 100.000 videos – 120 million images
When It Comes to Safety, Autonomous Cars Are Still "Teen Drivers"
companies are developing many different levels of automation

https://www.rouennormandyautonomouslab.com/?lang=en
http://bdd-data.berkeley.edu

https://www.rouennormandyautonomouslab.com/?lang=en
http://bdd-data.berkeley.edu


So far, so good
Deep learning performance breakthrough

I Low level perception tasks: speech, image and video processing,
natural language processing, games. . .

I . . . and specific tasks in health care, astronomy. . .

It requires
I Big data
I Big computers
I Specific tasks

Yet to be solved
I Complex games
I Translation
I Virtual Assistant
I Autonomous vehicle
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The neural networks time line

The first stage: 1890 - 1969

∼1890 Ramón y Cajal: the biological neuron
1943 McCulloch & Pitts formal neuron
1949 Hebb’s rule
1958 Rosenblatt’s Perceptron: learning with stochastic gradient
1969 Minsky & Papert: stop – the 1st NN winter

The second stage: 1985 - 1995
The third stage: 2006 - (2012) - 2019. . .



McCulloch & Pitts formal neuron 1943

x1,w1

x2,w2

. . .

xp,wp

1, b

h y = σ(w tx + b)

x input ∈ IRp

w weight, b bias
σ activation function
y output ∈ IR



Activation functions

non linear
computationally efficient
differentiable
non zero

Softmax

σM(x) =
expx∑
k expxk

https://en.wikipedia.org/wiki/Activation_function

https://en.wikipedia.org/wiki/Activation_function


The artificial neuron as a linear threshold unit

x1,w1

x2,w2

. . .

xp,wp

1, b

h y = σ(w tx + b) x1

x2

w tx + b = 0

x input ∈ IRp

w weight, b bias
a activation, a = w tx + b
σ activation function
Φ transfer function
y output ∈ IR

σ activation function (non linear)

IR 7→ IR
a → y = σ(a)

Φ transfer function

IRp 7→ IR
x → y = Φ(x) = σ(w tx + b)



The neural networks time line

The first stage: 1890 - 1969

∼1890 Ramón y Cajal: the biological neuron
1943 McCulloch & Pitts formal neuron
1949 Hebb’s rule
1958 Rosenblatt’s Perceptron: learning with stochastic gradient
1969 Minsky & Papert: stop – the 1st NN winter

The second stage: 1985 - 1995
The third stage: 2006 - (2012) - 2019. . .



The formal neuron as a learning machine: fit the w

Ψ(x) = σ

 p∑
j=1

ϕj(R)wj + b


Rosenblatt’s Perceptron, 1958 (Widrow & Hoff’s Adaline, 1960)
given n pairs of input–output data xi = ϕj(Ri ), ti , i = 1, n
find w such that σ(wtxi )︸ ︷︷ ︸

prediction of the model

= ti︸︷︷︸
ground truth



Cost minimization (energy-based model)

Minimize a loss min
w∈IRp+1

n∑
i=1

loss(w) loss(w) =
(
σ(wtxi )− ti

)2
Gradient descent w← w − ρd d =

n∑
i=1

∇wloss(w)

Stochastic gradient d = ∇wloss(w)

Algorithm 1 Gradient epoch

Data: w initialization, ρ stepsize
Result: w
for i=1,n do

xi , ti ← pick a point i
d← d + ∇wloss(w, xi , ti )

end
w← w − ρd

Algorithm 2 Stochastic gradient

Data: w initialization, ρ stepsize
Result: w
for i=1,n do

xi , ti ← pick a point i
d← ∇wloss(w, xi , ti )
w← w − ρd

end



Accelerating the stochastic gradient
stochastic average (mini batch)

I parameters (Polyak and Juditsky, 1992)
I gradients SAG-A, (Le Roux et al 2012)
I variance reduction (Johnson, Zhang, 2013)

convergence acceleration
I Nesterov’s method (1983)
I momentum (heuristic)

acceleration and averaging
I (Dieuleveut, Flammarion & Bach, 2016)

stepsize adaptation
I RMSprop (Tieleman & Hinton, 2012)
I Adaptive Moment Estimation – ADAM

(Kingma & Ba, 2015)
I AMSGRAD (Reddi et al, BPA ICRL 2018 )

http://ruder.io/optimizing-gradient-descent/ https://wikidocs.net/3413
Optimization methods for large-scale machine learning L Bottou, FE Curtis, J Nocedal - stat, 2017 -

http://ruder.io/optimizing-gradient-descent/
https://wikidocs.net/3413


The neural networks time line

The first stage: 1890 - 1969
∼1890 Ramón y Cajal: the biological neuron
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The third stage: 2006 - (2012) - 2019. . .



However, linear neurons are linear



The neural networks time line

The first stage: 1890 - 1969
The second stage: 1985 - 1995

1985 Rumelhart, Hinton & Williams; Le Cun: go - backpropagation
1989 Universal Approximation Cybenko-Hornik-Funahashi Theorem
1989 Y. Le Cun’s convolutional neural networks
1995 Recurrent neural networks, LSTM
1995 SVM
2004 Caltech 101: the 2nd NN winter

The third stage: 2006 - (2012) - 2019. . .



Non linearity combining linear neurons: the Xor case

Alpaydın, Introduction to Machine Learning, 2010



Neural networks

Definition: Neural network
A neural network is an oriented graph of formal neurons

When two neurons are connected (linked by an oriented edge of the graph),
the output of the head neuron is used as an input by the tail neuron. It can
be seen as a weighted directed graph.

3 different neurons are considered:
input neurons (connected with the input)
output neurons
hidden neurons

N1

N2

N3

N4

N5

N6



The Asimov Institute: http://www.asimovinstitute.org/neural-network-zoo/

http://www.asimovinstitute.org/neural-network-zoo/


The Multilayer peceptron (MLP)

Definition: Multilayer peceptron
A Multilayer peceptron is an acyclic neural network,

where the neurons are structued in successive layers, begining by an input
layer and finishing with an output layer.

Example: The X-or neural network is a MLP with a single hidden unit with
2 hidden neurons.

x1

x2 N2

N1

N4

N3

N5 o



MLP training with back propagation (and SGD)

y = σ(W3h(2))

↑

h(2) = σ(W2h(1))

↑

h(1) = σ(W1x)

↑

x

∇W3J = (y−ya)σ′(W3h(2))h(2)
>

↓

∇W2J = ∇h(2)Jσ′(W2h(1))h(1)
>

↓

∇W1J = ∇h(1)Jσ′(W1x)x>

↓

x
y = σ

(
W3σ

(
W2σ(W1x)

))
backpropagation = chain rule (autodiff)
Used to learn internal representation W1,W2,W3



Back propagation is differential learning
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The third stage: 2006 - (2012) - 2019. . .



Two theoretical results about MLP

Universal approximation theorem for one hidden layer MLP
given any ε > 0
for any continuous function f on compact subsets of IRp

for any admissible activation function σ (not a polynomial)
there exists h, W1 ∈ IRp×h, b ∈ IRh, c ∈ IR and w2 ∈ IRh such that

‖f (x)− w2σ(W1x + b) + c‖∞ ≤ ε

Approximation theory of the MLP model in neural networks, A Pinkus - Acta Numerica, 1999

SVM, Boosting and Random Forest also are unversal approximators

Why two hidden layers can be better than one?
There exists a function on IRp, expressible by a small two hidden layer
MLP, which cannot be approximated by any two hidden layer MLP, to more
than a certain constant accuracy, unless its width is exponential in the p.

The power of depth for feedforward neural networks, R. Eldan and O. Shamir, 2015.
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OCR: MNIST database (LeCun, 1989)

use convolution layers

Y. LeCun,et al. Gradient-Based Learning Applied to Document Recognition, 1998
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The caltech 101 database (2004)

101 classes,
30 training images per
category

...and the winner is
NOT a deep network

I dataset is too small

use convolution + Rectification + Normalization + Pooling

in What is the Best Multi-Stage Architecture for Object Recognition? Jarrett et al, 2009



The neural networks time line

The first stage: 1890 - 1969
The second stage: 1985 - 1995
The third stage: 2006 - (2012) - 2019. . .

2006 Deep learning: Bengio’s, Hinton’s RBM, Y LeCun’s proposals
2010 Andrew Ng’s GPU for Deep GPU
2011 Deep frameworks, tools (theano, torch, cuda-convnet. . . )
2012 ImageNet – AlexNet
2013 M. Zuckerberg at NIPS the deep fashion
2014 Representation learning fine tuning
2015 Deep learning in the industry: speech, traduction, image. . .
2016 Goodfellow’s generative adversarial networks (GAN)
2017 Reinforcement learning: Deep win’s GO
2018 Automatic design, adversarial defense, green learning, theory. . .



The ImageNet database (Deng et al., 2012)

ImageNet = 15 million high-resolution images of 22,000 categories.
Large-Scale Visual Recognition Challenge (a subset of ImageNet)

1000 categories.
1.2 million training images,
50,000 validation images,
150,000 testing images.

www.image-net.org/challenges/LSVRC/2012/

www.image-net.org/challenges/LSVRC/2012/


A new fashion in image processing

shallow approaches

deep learning
Y. LeCun StatLearn tutorial



Deep architecture for ImageNet (15%)

The AlexNet architecture [Krizhevsky, Sutskever, Hinton, 2012]

Convolution + Rectification (ReLU) + Normalization + Pooling

60 million parameters
using 2 GPU – 6 days
regularization

I data augmentation
I dropout
I weight decay



From 15% to 7%: Inceptionism

Network in a network (deep learning lecture at Udacity)

Christian Szegedy et. al. Going deeper with convolutions. CVPR 2015.



From 7% to 3%: Residual Nets

.

Beating the gradient vanishing effect
K. He et al, 2016



Experts vs AutoML

AutoML - Automated Machine Learning, Quoc Le tutorial at AI Frontiers Conference, 2018
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So far so good

from the formal neuron to deep learning
I one neuron is a linear perceptron
I many layered neurons are non linear multilayer perceptrons
I deep networks is a new name for multilayer perceptrons

deep learning breakthrough starts with ImageNet
I better than human performances
I on many perception tasks

deep learning could transform almost any industry
I the AI revolution

Neural networks+backpropagation exist since 1985
→ what’s new?
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What’s new with deep learning
a lot of data (big data)
big computing resources (hardware & software),
big model (deep vs. shallow)
→ new architectures
→ new learning tricks

from Recent advances in convolutional neural networks Gu et al. Pattern Recognition, 2017



Big computers: GPU needed

Now 2 hours with Nvidia DGX-1, and enough Memory

ImageNet/ResNet-50 Training in 224 Seconds, 2018



Big software: deep learning frameworks

Tensorflow is the most popular with Keras. Pytorch is a chalenger.
http://www.kdnuggets.com/2017/03/getting-started-deep-learning.html

http://www.kdnuggets.com/2017/03/getting-started-deep-learning.html


Big architectures
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https://www.forbes.com/sites/mariyayao/2018/02/05/12-amazing-deep-learning-breakthroughs-of-2017

https://www.forbes.com/sites/mariyayao/2018/02/05/12-amazing-deep-learning-breakthroughs-of-2017


AlexNet works through learning internal representation

Y. LeCun StatLearn tutorial



How to start with deep learning?

Andrej Karpathy, Deep Learning Summer School 2016



The art of using pre-trained models

Transfer learning:
1 download a pre-trained deep architecture

(e.g. AlexNet for image processing)
2 propagate new data through the

network without its last(s) layer(s)
3 use the output of the network as new

feature

Fine tuning
1 download a pre-trained deep

architecture (AlexNet)
2 adapt the output layer to your problem
3 train the deep architecture with your

data using the pre-trained model as a
starting point

https://miguelgfierro.com/blog/2017/a-gentle-introduction-to-transfer-learning-for-image-classification/

https://miguelgfierro.com/blog/2017/a-gentle-introduction-to-transfer-learning-for-image-classification/


Use pre trained models as a backbone: Yolo

https://github.com/pjreddie/darknet/wiki/YOLO:-Real-Time-Object-Detection

https://github.com/pjreddie/darknet/wiki/YOLO:-Real-Time-Object-Detection


Deep neural networks are easily fooled (1/2)

Explaining and Harnessing Adversarial Examples, Ian J. Goodfellow, Jonathon Shlens, Christian Szegedy, 2015

https://arxiv.org/abs/1412.6572

https://arxiv.org/abs/1412.6572


Adversarial examples (2/2)

Adversarial Patch Tom B. Brown, Dandelion Mané, Aurko Roy, Martin Abadi, Justin Gilmer, 2017

Fooling automated surveillance cameras: adversarial patches to attack person detection Simen Thys, et al 2019



Generative models

https://www.datasciencecentral.com/profiles/blogs/generative-adversarial-networks-gans-engine-and-applications
Defense-GAN: Protecting classifiers against adversarial attacks using generative models, 2018

https://www.datasciencecentral.com/profiles/blogs/generative-adversarial-networks-gans-engine-and-applications
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The deep learning time line

The first stage: 1890 - 1969
I learning is optimization with stochastic gradient (to scale)

The second stage: 1985 - 1995
I NN are universal approximator differentiable graphs (that scales)

The third stage: 2006 - (2012) - 2019. . .
I scale with big data+computers+architecture (deep)

Open issues
I provide guaranties: adversarial examples and representation learning
I architecture design (autoML)
I theory needed
I do more with less: green learning
I the future of deep learning depends on trust



To go further
books

I I. Goodfellow, Y. Bengio & A. Courville, Deep Learning, MIT Press book, 2016
http://www.deeplearningbook.org/

I Gitbook leonardoaraujosantos.gitbooks.io/artificial-inteligence/

conferences
I NIPS, ICLR, xCML, AIStats,

Journals
I JMLR, Machine Learning, Foundations and Trends in Machine

Learning, machine learning survey http://www.mlsurveys.com/

lectures
I Deep Learning: Course by Yann LeCun at Collège de France in 2016

college-de-france.fr/site/en-yann-lecun/inaugural-lecture-2016-02-04-18h00.htm
I Convolutional Neural Networks for Visual Recognition (Stanford)
I deep mind (https://deepmind.com/blog/)
I CS 229: Machine Learning at stanford Andrew Ng

Blogs
I Andrej Karpathy blog (http://karpathy.github.io/)
I http://deeplearning.net/blog/
I https://computervisionblog.wordpress.com/category/computer-vision/

http://www.deeplearningbook.org/
leonardoaraujosantos.gitbooks.io/artificial-inteligence/
http://www.mlsurveys.com/
college-de-france.fr/site/en-yann-lecun/inaugural-lecture-2016-02-04-18h00.htm
https://deepmind.com/blog/
http://karpathy.github.io/
http://deeplearning.net/blog/
https://computervisionblog.wordpress.com/category/computer-vision/
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